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Why do we need Uncertainty Quantification?

Why Quantify Uncertainty in Deep Neural Networks?

Context

Deep Neural Networks (DNNs) have achieved remarkable success in
various applications, but their predictions are not infallible.
Recognizing and quantifying uncertainty is crucial for enhancing the
reliability and trustworthiness of DNNs.

Motivation
Real-world Consequences: In critical applications such as
healthcare or autonomous systems, incorrect predictions can have
severe consequences.
Decision-Making: Users and decision-makers need to understand
the confidence levels associated with DNN predictions.
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Types of Uncertainty in Machine Learning

Aleatoric Uncertainty
Data Uncertainty: Arises from inherent variability in the data. It can be
further classified into homoscedastic (constant variance) and
heteroscedastic (varying variance) uncertainty.

Measurement Uncertainty: Associated with errors in the measurement
process, impacting the reliability of observed data.

Epistemic Uncertainty
Model Uncertainty: Arises from a lack of knowledge about the true
model structure. It can be reduced with more data and better model
architecture.

Inherent Model Limitations: Uncertainty arising from the inability of the
model to capture all relevant aspects of the underlying data distribution.

Parameter Uncertainty: Related to uncertainty in the values of model
parameters, often addressed through techniques like Bayesian modeling.
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Single Network Methods

Notations
We consider that we have a training dataset
D ..=

{
(x1, y1), . . . , (xN , yN)

}
⊂ X × Y ,

(xi , yi ) are assumed i.i.d. according to some unknown probability measure
PX×Y on X × Y
We denote fω(x) the prediction a DNN model with weights ω. We
consider that fω(x) = P(y |x ,ω)

Maximum Likelihood Estimation for Classification
Our goal is to find ω that maximizes the Likelihood P(D|ω).
Let us consider the case of i.i.d. samples from the conditional distribution.
Then, we can write the likelihood function of ω:

ω = argmax
ω

P(D|ω) ≈ argmax
ω

N∑
i=1

logP(yi |xi ,ω) (1)
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Bayesian Deep Neural Networks [1]

Bayesian DNNs are based on marginalization rather than MAP optim.:

P(y |x) = Eω∼P(ω|D) [P(y |x ,ω)] (2)

P(y |x) =
∫

P(y |x ,ω)P(ω|D)dω (3)

In practice:

P(y |x) ≃
∑
i

P(Y |X ,ωi ), with ωi ∼ P(ω|D) (4)

⇒ Different methods to estimate P(ω|D).
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Posterior “Landscape” and Ensembles

Figure: Top: P(ω|D), with representations from VI (orange), deep ensembles
(blue), multiBNN (red). Middle P(y |x ,ω) (from Wilson & Izmailov [15])
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How to estimate the Posterior of BNN?

Classical VI-BNN
Using the "reparametrization trick", a layer j of an MLP can be written:

uj = norm
([

W (j)
µ + ϵjW

(j)
σ

]
hj−1, βj , γj

)
, and

aj = a(uj),
(5)

where the matrices W
(j)
µ and W

(j)
σ denote the mean and standard

deviation of the posterior distribution of layer j , ϵj ∼ N (0,1) and the
operator norm(·, βj , γj), of trainable parameters βj and γj , can refer to
any batch, layer, or instance normalization.
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How to turn a DNN into a BNN?

ABNN
Our objective differs from VI-BNN, which requires training the posterior
distribution parameters from scratch. Instead, our approach entails
leveraging and converting an existing DNN into a BNN.

1. Train a single model 3. Train ABNN2. Transform weights with ABNN

Figure: Illustration of the training process for the ABNN. The procedure
begins with training a single DNN ωMAP, followed by architectural adjustments
to transform it into an ABNN. The final step involves fine-tuning the ABNN
model.
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How to turn a DNN into a BNN?

ABNN

Formally, our BNN relies on a new layer BNL(·):

uj = BNL
(
W (j)hj−1

)
, andaj = a(uj), with

BNL(hj) =
hj − µ̂j

σ̂j
× γj(1 + ϵj) + βj .

(6)

This can be seen as adding a Gaussian dropout on normalization layer and
finetuning the DNN. We propose to train multiple of these ABNNs to have
multiple modes of the posterior.

ABNN during evaluation

During evalution, for each sample from ABNN ωm, we augment the number of
samples by independently sampling multiple ϵj ∼ N (0,1).

P(y | x ,D) ≈ 1
ML

L∑
l=1

M∑
m=1

P(y | x ,ωm, ϵl). (7)
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Classification Results

→ ABNN improves uncertainty quantification with small computational
overhead

→ Most of the gains are linked to improved epistemic uncertainty (as
measured by OOD detection)
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Semantic segmentation Results

→ ABNN also performs well
in the segmentation setting

11 / 15



Make Me a BNN: A Simple Strategy for Estimating Bayesian Uncertainty from Pre-trained Models
Results

Conclusions

Exploring Further

Contribute to Torch Uncertainty: If you are interested in
advancing the field, consider contributing to TorchUncertainty.

https://github.com/ENSTA-U2IS-AI/torch-uncertainty

Explore Our Resources: Check out our curated list of resources on
Uncertainty, available at our "awesome of uncertainty" repository.

https://github.com/ENSTA-U2IS-AI/
awesome-uncertainty-deeplearning
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